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Abstract 
 In wireless networks, mobile node frequently performs handoff. The handoff may occur due to many 
factors like signal strength, load balancing, number of connections, network status and frequencies engaged etc. This 
frequent handoff may disturb the services and create few milliseconds of interruption. This delay and number of 
unwanted handoffs should be minimized for break less performance. Increasing in packet loss rates and heavy traffic 
will initiate incorrect handoff. In this paper we proposed a numerical method to calculate the network status for 
avoiding unbeneficial handoffs and to eliminate unwanted traffic. 
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Introduction 
As the number of IEEE 802.11 network grows recently, 
the wireless LANs are widely used for distributing 
internet among users in different places like university 
campuses and hotels. These Wireless LANs have many 
limitations and out of that few important limitations are 
as follows:  

a. QoS: WLANs offer typically lower QoS, since 
it has lower bandwidth comparing with wired 
counter part due to limitations in radio 
transmission and higher error rates due to 
interference.  

b. Cost: Ethernet adapter vs wireless LAN 
adapters.  

c. Safety and Security: Using radio waves for data 
transmission might interfere with other high-
tech equipments. Shielding is not simple and 
radio transmission can interfere with other 
senders or signal from electrical devices can 
destroy data transmitted. 

d. Frequency Bands: It is only permitted in 
certain frequency bands. Very limited ranges of 
license free bands are available but they are not 
same in all the countries. 

e. Limited Orthogonal frequencies: Orthogonal 
Frequency Division Multiplexing (OFDM), an 
FDM modulation technique for transmitting 
large amounts of digital data over a radio wave. 
In OFDM splits the signal into multiple sub-

signals to make the simultaneous transmission 
possible between source and destination. 
Generating more number of orthogonal 
frequencies is not too easy. 
From the above limitations, one important 

limitation is number of orthogonal channels. The 
orthogonal channels can be generated using numerical 
methods. Generating more number of orthogonal 
channels is a difficult task. So, to overcome this issue 
multiple access points (APs) are used to cover large 
service area, which creates high interference and high 
loads, especially when WLANs need to support sudden 
increase in number of nodes.  This interference and high 
loads will result in unreliable network and unbeneficial 
handoffs.  

Handoff is a process of disconnecting old access 
point (AP) and connecting to the new AP to continue the 
service. This handoff process could introduce a delay in 
the ongoing service, which should be reduced for 
uninterrupted performance. Handoff can be categorized 
into Layer 2 (L2) and Layer 3 (L3) as shown in figure 1. 
To get a service from the network, the mobile node (MN) 
should be inside anyone of the AP’s Coverage limit. 
When the MN moves, if it goes away from the current 
AP, then the signal strength may get reduced and it may 
get disconnected. It may not get any service until the user 
reaches another AP’s coverage area. To minimize this 
inconvenience, the network can be established with 
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overlapped cells with huge number of APs. Normally, 
the handoff will be triggered, when the MN moves far 
away from the old AP and moving closer to another AP. 
In this case we can have two possibilities: 

1) L2 Handoff. 
2) L3 Handoff. 

L2 Handoff: 
It consists of two phases namely, discovery 

phase and authentication phase. During the discovery 
phase MN starts the discovery process by switching to 
each channel defined by the standard used and scans for 
any available APs [2, 27]. The MN does this because it 
does not have any information about the surrounding 
APs so it must discover them by itself. The scanning can 
be divided into two types namely active and passive 
scanning. In active scanning, the MN scans each channel 
by sending probe request frames and waits for responses 
from all available APs on that channel. This scanning 
type can take a long time, up to 400ms, as the MN must 
wait for the minimum channel time on each channel 
while it is being scanned [4, 27]. On the other hand, by 
using passive scanning, the MN only switches on each 
channel and waits for beacons sent by the APs located on 
that channel. Although this type looks easier for MN, as 
it does not consume lot of power or bandwidth, it takes 
longer than active scanning because MN has to wait for 
at least a one-beacon interval on each channel (normally 
100ms) introducing big delays which are not acceptable 
for real time applications [27].  
L3 Handoff: 

First the mobile has to perform the steps of L2 
handoff and then it has to perform additional steps to 
change its IP address. As the L3 handoff steps include 
the L2 handoff, the handoff delay of L3 is greater than 
L2. 

 

 
Fig. 1. Layer 2 and Layer 3 Handoff Environment 

 
In this paper we have focused on two things, 

first on information exchange between MNs (That is 
Mutual Roaming) and second on monitoring of network 
(By dedicated node or by the mobile clients) to perform 
soft L2 and L3 handoff for uninterrupted services. We 

refer mutual information exchange enabled roaming as 
mutual roaming (MR). The basic idea of the MR is the 
MNs can collect the information about the nearby APs, 
subnets and network status from nearby MNs. Also, 
using the MR a MN can request another MN (which is in 
new subnet) to reserve an IP address in a nearby subnet 
(new subnet) while still it is in old subnet. This work 
evolves from our previous work in [30]. 

 
Related Works 

In last few years, many analysis papers were 
revealed over the usage and performance of wireless 
networks. In [3], the metropolitan area networks have 
been analyzed for understanding the performance. In [5], 
summary of quick authentication strategies when 
roaming inside or across IEEE 802.11 Wireless-LANs 
have presented. Besides this summary, the paper 
analyses the relevance of IEEE 802.11f and Seamy 
solutions to alter quick authentication for inter-domain 
handovers. They introduced associate Extended Service 
Set (ESS) that is essentially a hotspot with a group of 
APs. They have tried to reduce the latency because it 
could occur owing to the exchange authentication 
messages quick Authentication in Inter domain 
Handovers. They analyzed three techniques, easy 
Extension of IAPP, Inter-domain Proactive Key 
Distribution and Pre-authentication over Multiple 
Domains for minimizing latency concerned in 
authentication throughout the hand over. Minimizing the 
L2 probe delay is an implementation issue instead of a 
protocol issue.  

Link Layer Estimation Delay is between 50ms 
to few hundred milliseconds as in [19] and [20]. This 
delay is at 100ms as specified in [21] and it may vary 
from 100-300ms as specified in [22]. In [23], by 
A.Mishra, et al, the variation is from 50-400ms.The L2 
delay depends on the physical medium. In [24], 
completely different IEEE 802.11 primarily based 
network has been analyzed and that they propose a way 
to cut back the delay by probe procedure. Conjointly they 
gave in a different way to cut back L2 handoff by 
permitting access routers to send to MNs, few details 
which may would like for fast association with new 
access purpose like frequency, ESSID and authentication 
data. As stated in [25], the movement history of a MN is 
unbroken by Foreign Agents to predict the handoff 
ahead. This theme is prescribed to town streets. In [26], 
Feng and Reeves, on the other hand, states that a MN 
will record the antecedently visited subnets. Throughout 
the handoff of process these recorded data might 
accustom guess the long run target. Just in case the MN 
has no records for a couple of specific subnet (that is 1st 
time visit), then IPv4 are going to be used. These 
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strategies might increase burden for the MNs, since MNs 
are limited in resources and it's exhausting to record, 
calculate and predict throughout the handoff process. 

Many others put lot of efforts to investigate the 
performance of L2 and L3 handoff in wireless networks. 
Analyzing the performance of L2 and L3 handoff isn't a 
straightforward task. At the time of inscribing this paper, 
several wireless standards are approved and few 
standards were rising, attempting to unravel a number of 
issues a wireless network introduces. All of those 
standards show distinction in infrastructure and within 
the protocol. To deal with this gap, recent studies have 
analyzed traces captured from the wireless face of the 
network. 
 
Network Monitoring 
The network status may change due to many reasons like 
arrival of huge number of MNs in a short period of time, 
flooding of unwanted traffic and some other reasons. 
When a network is busy for a long time, the mobile 
devices may get disconnected. To avoid these 
disconnections keep-alive packets are used by the mobile 
devices for preserving connections. When a MN moves 
and loses connectivity to its AP, it starts collecting 
information about the APs available to that area by 
broadcasting a special message called probe message. 
These keep alive packets and probe messages will 
increase the unwanted traffic in the network. Also the 
utilization of WLAN has to be understood properly to 
control the handoff frequency. In this section, we present 
a numerical method to calculate the available bandwidth 
and packet delay of a WLAN for better handoff decision. 
Proposed network condition detection method 
We can say that the network condition is good if the 
available bandwidth is high and the packet delay is low, 
else we can say the network condition is bad or busy. 
The available bandwidth of a link can be calculated 
numerically with the help of parameters discussed in 
[28]. In CSMA/CA, to avoid the collision Network 
Allocation Vector (NAV) scheme is used. This NAV can 
be used to collect much information about the network to 
predict its condition.  The available bandwidth can be 
calculated from NAV as follows 
 

 
 
Where Abw is the total bandwidth, FS is the mean frame 
size, Ts and Tc are the NAV duration for a successful 
frame transmission and collision respectively, AT is the 
average number of trials of a transmission. Also the 
packet delay can be calculated as  

 
PD = AD + QD 
 
Where PD is the packet delay, AD is the accessing delay 
of the packet (The time taken to transmit the complete 
packet) and QD is the Queuing delay of the packet. As 
said in [29], the exponential distribution seems to be a 
good approximation for the MAC layer service time. 
Also two models M/M/1/K and M/G/1/K can be used for 
estimating QD and when the mobile stations are at the 
nonsaturated state, M/M/1/K gives a good 
approximation.  So, we can take M/M/1/K model for 
calculating QD as follows 
 

 
 
Where PAR is the mean packet arrival rate at the station. 
Also the AD can be derived as said in [28] as follows 
 

 
 

 

 
 

 
Fig. 2. System Model 

 
The Monitoring of network and traffic will be 

done by our proposed numerical method. The network 
monitoring work can be installed in one or more nodes of 
a subnet. This monitoring node can keep on capturing the 
frames and it can check whether the network is fully 
loaded or not. This network status can be updated to the 
MNs by multicasting. This multicasting information may 
create flooding in the network and to control this flood 
the Time to Live (TTL) flags can be used. The change in 
network condition can be intimated to all the MNs only 
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once. It should not be repeated unless there is no change 
in network condition. Since, the repeated multicast may 
generate unwanted traffic. The MNs have to maintain 
this information in its cache optionally.  

 
Handoff Decision 

Each mobile in the network can take handoff 
decision based on the neighbor information stored in 
cache and the network condition. The network condition 
can be determined dynamically by the MN itself, if it has 
enough resources. If the mobile is low in resource level, 
then the network status can be received from the 
monitoring nodes and can be saved it in the cache for a 
short period of time. The procedure to perform handoff 
using our proposed model is given in figure 3 and the 
proposed network model is given in figure 2. 

During the handoff initiation, the mobiles have 
to check for the valid information in the cache. If the 
cache contains no information about the neighbor APs 
then it has to scan for the available APs and the same can 
be save in its cache for future references. If the cache 
contains required information then the target AP can be 
selected without time consuming scanning process. 

After the scanning process, the APs are ordered 
according to the signal strength. Also, the mobile can 
collect the information about the APs by sending request 
to the nearby MNs via multicasting. Any node can send 
the request and any node can respond. Here more than 
one mobile can reply for a single request and the 
collected messages have to be validated before updating 
the cache. During the L3 handoff the required 
information like default router’s IP address and subnet 
identifier of both source and destination, can be read 
from the cache, which quickened the detection of 
handoff type i.e., L3 instead of L2. In table 1 a sample 
cache structure of the MN is provided.   

 
Table i. SAMPLE MOBILE NODE ’S CACHE STRUCTURE 

 Current 
AP 

Neighbor 
AP1 

Neighbor 
AP2 

Neighbor 
AP3 

BSSID MAC A MAC B MAC C MAC D 
Signal 
Strength 

85% 75% 68% 59% 

Channel 6 114 1 4 

Subnet 
ID 

152.41.6.0 152.41.3.0 152.41.3.0 152.41.7.0 

 

 
Fig. 3. Procedure to Perform Handoff Using our Proposed 

Model 
Cooperative Information exchange 

If a roaming MN wants data concerning its 
neighbor APs and subnet, it sends associate 
INFOREQUEST multicast frame with applicable TTL 
value. The aim of TTL is to manage the flood in the 
network. In this frame the present data offered within the 
cache are going to be hooked up. The neighbor mobiles 
can receive the INFOREQUEST frames and every 
mobile can explore for its cache to see, minimum one 
entry is there in both the cache entry and the data 
received by INFOREQUEST. If a minimum of one AP is 
in common then, the MNs send associate 
INFORESPOND multi frame. This INFORESPOND 
frame can contain data concerning the APs and subnet 
that isn't best-known to the roaming MN. This 
INFORESPOND frames are going to be sent after a 
random interval of time to make sure, that the nearby 
mobiles don't seem to be sending the same data. The 
MNs that have common APs with roaming MN could 
also be within the same location of the roaming MN and 
then the specified data for the roaming MN are going to 
be gathered in high chance.  
When MNs (except the roaming MN) receives the 
INFORESPOND multicast frame, it'll perform the below 
mentioned two tasks.  

1. Every MN can check its own cache and it'll 
make sure that the data provided is correct or 
not. If the data appears to be wrong then it'll 
attempt to fix it.  
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2. It'll record the data offered within the frame to 
its cache even supposing it's not requested 
earlier.  

By doing this the cache are going to be stuffed presently 
with helpful data. The data within the INFOREQUEST 
message ought to be collected for higher result. 
Acquiring IP Address during L3 handoff in Advance 

Before the handoff activity, the subnet symbol 
of present AP and new AP are going to be compared. If 
both the present AP and target AP has the same subnet 
symbol then the L2 handoff has to be performed. In case 
the subnet symbol of both APs is totally different, then 
L3 Handoff must be performed. At the time of the L3 
handoff the roaming MN can communicate to the other 
MN via multicasting. Once a roaming MN desires to 
urge a new IP address for the new subnet, it sends a 
unicast IP_REQUEST packet to any one of the active 
MN within the destination subnet. This IP_REQUEST 
packet contains the MAC address of the roaming MN. 
This request is going to be processed by a specific MN 
and it'll reserve an IP address on behalf of the roaming 
MN with the assistance of DHCP. When obtaining the 
new IP address the MN will send an IP_RESPOND 
multicast frame. The roaming MN will receive this frame 
and it will save the new IP address with default routers 
IP address. Therefore the roaming MN will get the 
informatics address for the new subnet before Handoff. 
This can save the time and also the handoff latency are 
going to be reduced.   
Network Condition Information for Reducing 
Unwanted Traffic 

The network conditions determined by our 
proposed mathematical model can be used by any mobile 
or constant data send by the monitoring node are going to 
be saved by all the mobiles in its cache. If the network 
status is “busy” then the mobile should scale back the 
frequency of keep-alive packets and probe request. By 
reducing the frequency of those two types of packet, the 
unwanted traffic is going to be eliminated. Ensuing huge 
advantage of this data is that the unbeneficial handoffs 
are going to be avoided. If the network condition isn't 
good then handoff should not be initiated till the network 
condition becomes good enough. Again, by avoiding the 
unbeneficial handoff we tend to eliminate the traffic 
created by the handoff procedure. 

 
Simulation Results 

The experiment result of our proposed model is 
presented in this section. Our proposed method improves 
both L2 and L3 handoff performance and the typical 
performance achieved by the proposed method is 
compared with the legacy handoff in figure 4. From the 
result it is very clear that the cache that contains the 

helpful data like signal strength, subnet ID of the 
neighbor APs and the network condition improves the 
handoff performance considerably, since the scanning 
time is reduced if the table entry is available. The 
unbeneficial handoffs are avoided many times, since our 
algorithm might not encourage the handoff process 
during the unhealthy network condition.  

 
Fig. 4. Comparison between proposed method and legacy 

handoff. 
Conclusion 

In this paper we have defined a numerical 
method to calculate the network condition dynamically. 
The proposed method has much compensation in both L2 
an L3 handoff. It helps in reducing the handoff latency 
and it avoids the unbeneficial handoff which is necessary 
for uninterrupted service.   
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